A general framework for evaluating nonlinearity, noise and dynamic range in continuous-time OTA-C filters for computer-aided design and optimization
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SUMMARY

Efficient procedures for evaluating nonlinear distortion and noise valid for any OTA-C filter of arbitrary order are developed based on matrix description of a general OTA-C filter model. Since those procedures use OTA macromodels, they allow us to obtain the results significantly faster than transistor-level simulation. On the other hand, the general OTA-C filter model allows us to apply matrix transforms that manipulate (rescale) filter element values and/or change topology without changing its transfer function. Due to this, the proposed procedures can be used in direct optimization of OTA-C filters with respect to important characteristics such as noise performance, THD, IM3, DR or SNR. As an example, a simple optimization procedure using equivalence transformations is discussed. An application example of the proposed approach to optimal block sequencing and gain distribution of 8th order cascade Butterworth filter is given. Accuracy of the theoretical tools has been verified by comparing to transistor-level simulation results and to experimental results. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Continuous-time analog filters and equalizers based on transconductance amplifiers and capacitors (OTA-C filters) are suitable solutions for various voltage-mode and current-mode signal-processing tasks over wide frequency ranges. In recent years, continuous-time OTA-C filters, often realized
as integrated circuits (ICs), have received considerable attention in various applications, such as hard-disc drives, video filters, wireless communications, computer systems, biomedical circuits, and control and instrumentation systems [1–12].

The literature has a rich collection of various synthesis and design methods for different types and architectures of the continuous time OTA-C filters [1, 2, 13–21]. Sun et al. [20] have introduced the synthesis and performance analysis of canonical integrator based inverse follow the leader feedback (IFLF) filters. The authors have addressed a particular class of OTA-C structures and have discussed the design issues related to it. In [1, 21], a new universal method of synthesis and analysis of any filter of arbitrary order have been developed based on the matrix description of a general OTA-C filter model. The advantages of this approach and the utility value are further mentioned and utilized in Section 2.

The main attractions of OTA-C filters is their excellent high-frequency performance, but many of their other properties still need improving, among them are operation at reduced supply voltages and power consumption, less dependence on parasitic effects, lower noise level, better linearity and wider dynamic range. A large number of research papers have been published which deal with improving performance of the OTA-C filters focusing on the dynamic range, THD, and noise [8–12, 22–30]. Some of the papers include estimation of dynamic range [4, 31], nonlinear distortion using Volterra series approach [32–34] and harmonic injection method [35], as well as noise [36–39]. In this paper, based on the matrix description of the general OTA-C filter class [1], the estimation of nonlinear distortion, noise, and dynamic range has been proposed.

The most challenging task for the analog design engineers is to have efficient tools for nonlinear distortion and noise analysis, in particular, tools that can be embedded into computer-aided filter-design systems. This would help the designer to improve and optimize the performance parameters of the filters and also explore innovative designs. The literature has a wide range of computer-aided tools to assist the design of digital circuits. However, the resources for analog design is limited. A survey indicates research material [5–7] which presents some of the computer aided design (CAD) tools for analog circuits. In [5], the synthesis and analysis of analog circuits are based on determinant decision diagrams. In [6] the authors proposed a computer-aided circuit analysis tool for radio frequency-integrated circuits. A CAD tool for the synthesis of linear analog functions with a network of OTAs has been proposed in [7]. The approach is however more focused on the design or the synthesis of the analog filters and not dealing with the performance parameters and their optimization.

The need of the hour is a CAD tool, which can take into consideration various alternative structures of any arbitrary order OTA-C filter, optimized for various performance parameters like the total harmonic distortion, output noise, dynamic range and sensitivity. The main requirements for such tools are that they have to be general (so that the same evaluation formulas and software packages can be used to handle all possible filter topologies) and fast enough to be integrated with numerical optimization algorithms. This is the basic motivation for the research mentioned in this paper.

In this work, the above-mentioned requirements are satisfied by deriving our analysis tools and evaluation formulas from the general OTA-C filter model [1] that uses nonlinear OTA macromodels. As we show in the subsequent sections, they allow us to obtain the results significantly faster than transistor-level simulation. In case of transient analysis, the speed-up may be as much as three orders of magnitude with almost no loss of accuracy. This makes it possible to carry out direct numerical optimization of OTA-C filters with respect to important characteristics including noise performance, nonlinear distortion and dynamic range. On the other hand, the general OTA-C
filter model allows us to apply matrix transforms that manipulate (rescale) filter element values and/or change topology without changing its transfer function. The above features can be a basis to build automated optimization procedures for OTA-C filters. In particular, we discuss a simple optimization procedure using equivalence transformations. Suitable software package is also implemented.

The paper is organized as follows. In Section 2 a general structure of OTA-C filter with nonlinear transconductors is introduced. A nonlinear ordinary differential system that describes the time evolution of the voltage signals at the intrinsic nodes of the filter as well as the output signal of the filter is derived. This system can be integrated numerically provided that the macromodel of transconductor in the form of analytical description of its transfer function is given. In Section 3, the noise analysis of the general OTA-C filter model is performed, which leads to explicit and compact expressions for the output and input-referred noise spectra of any OTA-C filter. Verification of the proposed approach is given in Section 4 by comparing the model results of Sections 2 and 3 to SPICE simulations as well as to experimental results (using a 5th order Bessel filter that was fabricated in 0.5 μm CMOS process). Section 5 describes a simple optimization procedure based on matrix transformations of the general filter model. An application example of the proposed approach to performance optimization of an 8th order cascade Butterworth filter is discussed. Remarks and conclusions are contained in Section 6.

2. DYNAMICS OF NONLINEAR OTA-C FILTERS

Consider a general structure of a voltage-mode OTA-C filter shown in Figure 1. The current-mode counterpart can be obtained by inverting all transconductors and interchanging input and output of the filter [30, 31]. The structure in Figure 1 contains \( n \) internal nodes denoted as \( x_i, i = 1, \ldots, n \), \( n \) input transconductors \( G_{bi} \), an output summer consisting of summing transconductors \( G_{ci} \), feedback transconductor \( G_o \), and a feedforward transconductor \( G_d \), as well as a set of feedback and feedforward transconductors \( G_{ij} \). We assume that in general transconductors are not linear. All transconductors form active network, while input capacitors \( C_{bi}, i = 1, \ldots, n \) and capacitors \( C_{ij}, 1 \leq i < j \leq n \) form passive network. We assume capacitors to be linear, since in most practical filters inherent nonlinearities of capacitors can be neglected in comparison to those of active elements. It is easily seen that any OTA-C filter is a particular case of the general structure in Figure 1. Note also that \( n \) is not necessarily equal to the order of the filter transfer function [1].

Now we would like to derive an analytical description of the considered structure in the time domain. In the following considerations we will denote the voltage at the \( i \)th node \( x_i \) also by \( x_i \), which will not lead to confusion. Symbols \( u_i, u_o \) will denote the input and output voltages, respectively. The rest of the necessary notation is introduced in Figure 2.

According to the notation in Figure 2, the general structure of OTA-C filter in Figure 1 can be described by the following system of differential equations:

\[
i_k(t) = C_{kk} \frac{dx_k(t)}{dt}, \quad k = 1, 2, \ldots, n
\]  

(1)

\[
i_{kl}(t) = C_{kl} \left( \frac{dx_k(t)}{dr} - \frac{dx_l(t)}{dr} \right), \quad k, l = 1, 2, \ldots, n, \quad k < l
\]  

(2)
Figure 1. General structure of voltage-mode OTA-C filter with nonlinear transconductors.

Figure 2. Part of the circuit in Figure 1 with the notation used to its analytical description.

\[ i_{bk}(t) = C_{bk} \left( \frac{du_i(t)}{dt} - \frac{dx_k(t)}{dt} \right), \quad k = 1, 2, \ldots, n \]  

(3)

\[ - \sum_{l=1, l \neq k}^{n} i_{lk}(t) + i_k(t) - i_{bk}(t) = \sum_{l=1}^{n} G_{kl}(x_l(t)) + G_{bk}(u_i(t)), \quad k = 1, 2, \ldots, n \]  

(4)

\[ u_o(t) = -G_o^{-1} \left( \sum_{l=1}^{n} G_{cl}(x_l(t)) + G_d(u_i(t)) \right) \]  

(5)
We assume the following initial conditions:

\[ x_k(0) = x_{0k}, \quad k = 1, 2, \ldots, n, \quad u_i(0) = u_{i0} \]  

(6)

Note that \( G_{kl}, G_{bk}, G_{cl}, G_d \) and \( G_o, k, l = 1, 2, \ldots, n \) are in general nonlinear functions of their input variables. Inserting (1)–(3) into (4) and denoting \( dx_k(t)/dt \) by \( x'_k(t) \) we obtain

\[
\left( C_{bk} + \sum_{l=1}^{n} C_{lk} \right) x'_k(t) - \sum_{l=1, l \neq k}^{n} C_{lk} x'_l(t) = \sum_{l=1}^{n} G_{kl}(x_l(t)) + G_{bk}(u_i(t)) + C_{bk} y'_k(t) \]

(7)

for \( k = 1, 2, \ldots, n \). To simplify the notation, in Equation (7) we used symbols \( C_{kl} \) \((k \neq l)\) that denote the same elements as \( C_{lk} \). Define vectors \( \mathbf{x}(t) \) and \( \mathbf{x}'(t) \) as

\[
\mathbf{x}(t) = [x_1(t) \ldots x_n(t)]^T, \quad \mathbf{x}'(t) = [x'_1(t) \ldots x'_n(t)]^T, \quad \mathbf{x}_0 = [x_{01} \ldots x_{0n}]^T
\]

(8)

and (the indefinite admittance matrix) matrix \( \mathbf{T}_C \) as

\[
\mathbf{T}_C = \begin{bmatrix}
C_{b1} + \sum_{j=1}^{n} C_{1j} & -C_{12} & \cdots & -C_{1n} \\
-C_{12} & C_{b2} + \sum_{j=1}^{n} C_{2j} & \cdots & -C_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
-C_{1n} & -C_{2n} & \cdots & C_{bn} + \sum_{j=1}^{n} C_{nj}
\end{bmatrix}
\]

(9)

Then, system (5)–(7) can be written as below

\[
\mathbf{T}_C \mathbf{x}'(t) = \mathbf{T}_C \begin{bmatrix}
x'_1(t) \\
x'_2(t) \\
\vdots \\
x'_n(t)
\end{bmatrix} = \begin{bmatrix}
\sum_{l=1}^{n} G_{1l}(x_l(t)) \\
\sum_{l=1}^{n} G_{2l}(x_l(t)) \\
\vdots \\
\sum_{l=1}^{n} G_{nl}(x_l(t))
\end{bmatrix} + \begin{bmatrix}
G_{b1}(u_i(t)) + C_{b1} y'_1(t) \\
G_{b2}(u_i(t)) + C_{b2} y'_1(t) \\
\vdots \\
G_{bn}(u_i(t)) + C_{bn} y'_1(t)
\end{bmatrix}
\]

(10)

\[
u_o(t) = -G_o^{-1} \left( \sum_{l=1}^{n} G_{cl}(x_l(t)) + G_d(u_i(t)) \right), \quad \mathbf{x}(0) = \mathbf{x}_0, \quad u_i(0) = u_{i0}
\]

(11)

Let us now consider a special case, where all transconductors are linear, i.e. we have \( G_{kl}(y) = G_{m,kly}, G_{bk}(y) = G_{m,bky}, G_{cl}(y) = G_{m,cl} y, G_d(y) = G_{m,dy} \) and \( G_o(y) = G_{m,oy}, k, l = 1, 2, \ldots, n \).
Define the following matrices:

\[
G = \begin{bmatrix}
G_{m,11} & \cdots & G_{m,1n} \\
\vdots & \ddots & \vdots \\
G_{m,n1} & \cdots & G_{m,nn}
\end{bmatrix}, \quad C = [c_1 \ldots c_n]
\]  

(12)

\[
B = \begin{bmatrix}
G_{m,b1} \frac{d}{dt} & \cdots & G_{m,bn} \frac{d}{dt}
\end{bmatrix}^T, \quad D = d
\]

(13)

with \(c_i = -G_{m,ci}/G_{mo}, \ i = 1, 2, \ldots, n\) and \(d = -G_{md}/G_{mo}\). Using this notation we can rewrite Equations (10), (11) in the following way:

\[
T C x'(t) = G x(t) + B u_i(t), \quad u_o(t) = C x(t) + D u_i(t),
\]

(14)

or, in the domain of Laplace transform (with zero initial conditions),

\[
s T C X = G X + B u_i,
\]

\[
u_o = C X + D u_i
\]

(15)

in which \(X\) is the Laplace transform of the vector \(x\). System (15) is the matrix description of the general structure of a voltage-mode OTA-C filter introduced in [1]. Thus, system (15) is a particular (linear) case of the general (nonlinear) system describing a filter circuit in Figure 1.

Turning back to the general case note that under assumption of invertibility of the matrix \(T C\), Equation (10) can be reformulated as

\[
x'(t) = T_C^{-1} \begin{pmatrix}
x'_1(t) \\
x'_2(t) \\
\vdots \\
x'_n(t)
\end{pmatrix} = \begin{pmatrix}
\sum_{l=1}^{n} G_{1l}(x_l(t)) \\
\sum_{l=1}^{n} G_{2l}(x_l(t)) \\
\vdots \\
\sum_{l=1}^{n} G_{nl}(x_l(t))
\end{pmatrix} + \begin{pmatrix}
G_{b1}(u_i(t)) + C_{b1}u'_i(t) \\
G_{b2}(u_i(t)) + C_{b2}u'_i(t) \\
\vdots \\
G_{bn}(u_i(t)) + C_{bn}u'_i(t)
\end{pmatrix}
\]

(16)

The above assumption is very natural. In particular, it is satisfied if every internal node of the filter has a grounded capacitor (this is the case for any canonical OTA-C structure). The problem of invertibility of matrix \(T_C\) was thoroughly addressed in [1].

Denote the vector on the right-hand side of Equation (16) by \(f(u_i(t), x(t))\). Then, the differential system in question can be rewritten as

\[
x'(t) = f(u_i(t), x(t))
\]

(17)

which, together with initial condition

\[
x(0) = x_0, \quad u_i(0) = u_{i0}
\]

(18)

is a classical Cauchy problem which can be easily solved numerically.
The above model can be applied to calculate nonlinear distortion of any OTA-C filter for any given input signal. For example, for input signal of the form \( u_i = U \cos(\omega t) \) we can, after solving Equations (17), (18), calculate harmonics in the output signal by evaluating the formula

\[
h_n = \frac{2}{T} \left| \int_{-T/2}^{T/2} u_0(t) e^{-j2n\pi t/T} \, dt \right|, \quad n = 1, 2, \ldots
\]  

(19)

where \( T \) is input signal period. Integral in Equation (19) can be evaluated numerically. This allows us to calculate, e.g. HD3 and/or THD. In order to calculate other nonlinearity measures Equations (17), (18) has to be solved with different input excitation, e.g. to get IM3 we need two harmonic signals, and so on.

In order to handle system (17), (18) one needs to know transfer characteristics of all filter transconductors, i.e. \( G_{ki}, G_{bk}, G_{cl}, G_d \) and \( G_o, k, l = 1, 2, \ldots, n \), i.e. we need nonlinear macro-models of those transconductors. Transfer characteristic of a nonlinear transconductor can be simulated (or measured) as DC characteristics and then modelled using a power series expansion but in order to get better accuracy it is advisable to model transfer characteristic as a table of input voltages and corresponding output currents and apply interpolation for the point out of a table. In our implementation of the model we used spline interpolation [40]. Note that our analysis method can handle any kind of transconductor nonlinearity, because system (16) allows general transfer function \( G \).

It should be emphasized that the method of evaluating nonlinear distortion described in this section is fast and efficient. Unlike the approaches based on Volterra series representation (e.g. [32–34]) or harmonic injection method [35], it is not restricted to handle weak nonlinearities only. Also, since the presented formalism is based on the OTA-C filter model in Figure 1, it is general enough to comprise all conceivable OTA-C filter structures. Matrix formulation makes the method easy to implement. Because there is one-to-one correspondence between the filter structure and the corresponding set of matrices, defining the filter and further manipulation (scaling) of its elements and even changing its structure is easy which makes the method useful for CAD and optimization (as demonstrated in Section 5).

3. NOISE ANALYSIS IN GENERAL OTA-C FILTERS

The literature contains several intuitive ideas on calculating noise, and attempts to solve noise problems for specific filters [36–39]. In contrast, this section provides complete, explicit, and easily evaluated formulas based on a general approach to noise analysis, and using matrix description as presented in Section 2, originally presented in [41]. We recall them here for the sake of completeness. These formulas can be applied to OTA-C filters with any known architecture and of any degree, and they can be easily implemented and used in computer-aided analysis/optimization software.

Assuming ideal, that is, lossless and, therefore, noiseless capacitors, the output noise of any OTA-C filter is a combination of the noise contributions of all its transconductors. As shown in Figure 3, the noise of a CMOS transconductor with value \( g_m \) can be described by an equivalent input-referred noise-voltage source, \( v_n \), whose spectral density, \( S_n(f) \), can be modelled as [36]

\[
S_n(f) = \frac{S_i}{g_m} + \frac{S_l}{f}
\]  

(20)
Figure 3. Representation of noise in an OTA by an equivalent input-voltage noise source.

Figure 4. Noise contribution of an individual filter transconductor to the total output noise of the filter.

where the thermal noise component, $S_t$, and the flicker-noise component, $S_f$, depend on the transconductor topology and on biasing. We shall assume that noise sources associated with different OTAs are statistically independent.

To obtain the output- (and/or input-) noise spectrum of the general OTA-C topology in Figure 1 (for the purpose of noise evaluation we use the filter model in Figure 1 with transconductor values equal to linear transconductance of respective OTA, e.g. $G_{m,ij} = dG_{ij}(v)/dv$ at $v = 0$) explicitly, the noise contribution of each individual transconductor to the output (and/or input) noise must be determined. This can be modelled as shown in Figure 4. Let $G_{mx}$ denote one of the filter transconductors (i.e. $G_{m,bi}$, $G_{m,ij}$, etc.), which is connected to one of the nodes, say $x_i$ (if the filter contains a non-trivial output summer then it has an additional-output-node, which will be denoted as $x_0$). If the input-referred noise voltage of the noise source corresponding to $G_{mx}$, is labelled $v_x$ with spectral density $S_{vx}(f)$, the transconductor $G_{mx}$ injects its noise current $i_x = v_x G_{mx}$ into node $x_i$. The spectral density $S_{ix}(f)$ of this current is given by

$$S_{ix}(f) = G_{mx}^2 S_{vx}(f) \quad (21)$$

The corresponding output noise voltage $v_{ox}$ can be calculated as

$$v_{ox} = i_x H_i = G_{mx} H_i v_x \quad (22)$$

where $H_i$ is the current-to-voltage transimpedance from node $x_i$ to the output of the filter. The corresponding spectral density $S_{vox}(f)$ is given by

$$S_{vox}(f) = S_{ix}(f) |H_i(j2\pi f)|^2 = G_{mx}^2 S_{vx}(f) |H_i(j2\pi f)|^2 \quad (23)$$
Using Equation (15), it is easy to show that the transfer functions \( H_j(s), \ j = 1, 2, \ldots, n \) are components of the \( 1 \times n \) vector \( H_{ev} \) defined as

\[
H_{ev}(s) = C(sT_C - G)^{-1}
\]  

(24)

If a non-trivial output summer is present (cf. Figure 1) we need also the current-to-voltage transfer function

\[
H_0 = G_{mo}^{-1}
\]  

(25)

from the output node to itself. Thus, each filter transconductor injects its noise current with spectral density (21) into one of the internal nodes of the filter (or directly into the output node if the filter has a non-trivial output summer). This current is then converted into the output noise voltage according to (23). To calculate the total output noise voltage of the filter we add all the corresponding noise spectra. In general, the outputs of one input transconductor \( G_{m,bi} \), and \( n \) transconductors \( G_{m,ij}, \ j = 1, \ldots, n \), are connected to each internal node \( x_i \). In the presence of a non-trivial output summer we have an additional output node, \( x_0 \), with outputs of transconductors \( G_{m,cj}, \ j = 1, \ldots, n, G_{md}, \) and \( G_{mo} \). Let us define the auxiliary matrices

\[
S_t = [S_{t_{ij}}]_{i,j=1}^n, \quad S_i = [S_{t_{ij}}]_{i,j=1}^n, \quad S_{tb} = [S_{tb_1} \ldots S_{tb_n}]^T, \quad S_{tb} = [S_{tb_1} \ldots S_{tb_n}]^T
\]

(26)

\[
S_{tc} = [S_{tc_1} \ldots S_{tc_n}], \quad S_{tc} = [S_{tc_1} \ldots S_{tc_n}]
\]

\[
S_{td} = S_{td}, \quad S_{id} = S_{td}, \quad S_{io} = S_{io}, \quad S_{io} = S_{io}
\]

representing the thermal noise (subscript \( t \)) and flicker noise (subscript \( f \)) of transconductors \( G_{m,ij}, G_{m,bi}, G_{m,ci}, G_{md}, \) and \( G_{mo} \), respectively. Let us denote by \( \overline{A} \) component-by-component modulus of matrix \( A \) (i.e. if \( A = [a_{ij}]_{i,j=1}^n \) then \( \overline{A} = [|a_{ij}|]_{i,j=1}^n \)).\(^1\) Denote further by ‘\( \circ \)’ the Hadamard product of two matrices, i.e. if \( P = [p_{ij}]_{i,j=1}^n \) and \( Q = [q_{ij}]_{i,j=1}^n \), we have \( P \circ Q = [p_{ij}q_{ij}]_{i,j=1}^n \), and let \( \hat{I} = [1 \ldots 1]^T \) be an \( n \times 1 \) vector. Define the function \( F(P, Q, R)(x) \) as

\[
F(P, Q, R)(x) = P \circ [Q + (2\pi/x)P \circ R]
\]  

(27)

where \( P, Q, \) and \( R \) are matrices of the same dimension and \( x \) is a real variable. It follows from (20) and (21) that the spectral densities, \( S_i(\omega) \), of the total noise current injected into the nodes \( x_i, \ i = 1, \ldots, n \), can be expressed, using (27), as components of the current spectral-density vector \( S \), given by

\[
S(\omega) = [S_1(\omega) \ldots S_n(\omega)]^T = F(\overline{G}, S_t, S_i)(\omega) \cdot \hat{I} + F(\overline{B}, S_{tb}, S_{tb})(\omega)
\]  

(28)

Analogously, if there is a non-trivial output summer, the spectral density \( S_0(\omega) \) of the noise current injected into node \( x_0 \) is given by

\[
S_0(\omega) = F(\overline{C}, S_{tc}, S_{tc})(\omega) \cdot \hat{I} + F(\overline{D}, S_{td}, S_{td})(\omega) + F(\overline{O}, S_{io}, S_{io})(\omega)
\]  

(29)

\(^1\)The same definition holds, with obvious changes, for \( n \times 1, 1 \times n, \) and \( 1 \times 1 \) matrices.
The spectral density $S_{\text{no}}(\omega)$ of the total output-noise voltage $v_{\text{no}}$ can then be calculated as

$$S_{\text{no}}(\omega) = |H_{\text{no}}(\omega)|^2 S(\omega) + H_0^2 S_0(\omega)$$

(30)

where $|H_{\text{no}}(\omega)| = H_{\text{no}}(j\omega) \circ H_{\text{no}}(-j\omega)$, with $H_{\text{no}}$ and $H_0$ given by Equations (24) and (25), respectively. Equation (30) permits the output-noise spectrum of any OTA-C filter to be calculated; the output-noise voltage is then obtained by integrating Equation (30) over a suitable frequency range. The equivalent input-noise spectrum $S_{\text{ni}}(\omega)$ can be obtained by dividing Equation (30) by the squared magnitude of a filter’s transfer function (from Equation (15) we have $H(s) = C(sT_C - G)B + D$) [41]. It is worth noting that the matrix formulation makes implementing the presented expressions in a computer program particularly convenient, which permits the noise analysis of arbitrary OTA-C filters to be carried out automatically.

In practice, frequently all filter transconductors are identical, that is, $S_{\text{li}} = S_t$, $S_{\text{ij}} = S_t$, $i, j = 1, \ldots, n$, $S_{\text{ib}, i} = S_{\text{ic}, i} = S_t$, $S_{\text{ib}, j} = S_{\text{ic}, j} = S_t$, $i = 1, \ldots, n$, $S_{\text{id}} = S_{\text{io}} = S_t$, $S_{\text{id}} = S_{\text{io}} = S_t$ (cf. (26)), where $S_t$ and $S_f$ are the noise parameters of the transconductors. Then, Equations (28) and (29) take the form

$$S(\omega) = (\overline{G} + \overline{B})S_t + \frac{2\pi}{\omega}(\overline{G} \circ \overline{G}I + \overline{B} \circ \overline{B})S_f$$

(31)

$$S_{\text{no}}(\omega) = (\overline{C} + \overline{D} + \overline{O})S_t + \frac{2\pi}{\omega}(\overline{C} \circ \overline{C}I + \overline{D} \circ \overline{D} + \overline{O} \circ \overline{O})S_f$$

(32)

4. VERIFICATION OF THE NONLINEARITY AND NOISE ANALYSIS TOOLS

In order to verify the accuracy of the proposed approach, comparisons between theoretical results and SPICE simulations have been carried out. The numerical results have been obtained using 4th order Adams–Bashforth’s [40] method to integrate differential equation (17) and three-point composite Newton–Cotes quadrature [40] to calculate coefficients $C_n$ in (19) (Figure 4).

For the first comparison we use a simple differential-pair transconductor shown in Figure 5. The circuit was implemented in standard 0.35 μm AMS technology and simulated using SPICE. The OTA macromodel parameters extracted from the simulations are: $i_{\text{out}}(v_{\text{id}}) = g_m v_{\text{id}} + g_{m3}(v_{\text{id}})^3 + g_{m5}(v_{\text{id}})^5 = 10^{-4} v_{\text{id}} - 4.2 \times 10^{-5} (v_{\text{id}})^3 - 3.4 \times 10^{-5} (v_{\text{id}})^5$ (μA) (v id in volts; accuracy of the series better than 0.1% for $v_{\text{id}}<0.75$ V); transconductance $g_m = 100$ μA/V; noise parameters (20): $S_t = 5.2 \times 10^{-16}$ V A/Hz, $S_f = 2.3 \times 10^{-10}$ V².

![Figure 5. Simple differential-pair transconductor (common-mode feedback circuit not shown).](image-url)
The OTA circuit in Figure 5 was used to implement the 3rd order Butterworth low-pass filter in a leap-frog (LF) structure shown in Figure 6 (actual filter was implemented in fully differential structure). The element values are: $C_1 = 2.37 \text{ pF}$, $C_2 = 2.11 \text{ pF}$, $C_3 = 0.79 \text{ pF}$; the OTAs in Figure 5 were used as active elements of the filter. Three dB frequency of the filter is 10 MHz. Figures 7–9 show THD versus frequency with 0.3 V input signal amplitude, THD versus input signal amplitude for 5 MHz input frequency, and output noise spectrum versus frequency, respectively. The agreement between theoretical results (line) and SPICE simulation results (point) is very good. It should be emphasized that transient analysis performed by integrating Equation (17) is, due to OTA macromodelling, about three orders of magnitude faster than the one carried out with transistor level simulation using SPICE.

![Figure 6. Diagram of 3rd order LF filter.](image)

![Figure 7. THD versus frequency for filter in Figure 6 with 0.3 V input amplitude: theoretical data (line), and simulation (points).](image)

![Figure 8. THD versus input signal amplitude for filter in Figure 6 with 5 MHz sine wave: theoretical data (line), and simulation (points).](image)
To validate the approach more intensively, comparisons between the theoretical, SPICE simulations and also experimental measurements have been carried out. For this a more linear OTA [42] was designed and fabricated using AMI 0.5 μm technological process. The OTA macromodel parameters are extracted from the simulations similar to the previous example. The transconductance of a single OTA was designed to be equal to $g_m = 345 \mu$A/V; noise parameters: $S_t = 8.17 \times 10^{-20}$ V A/Hz, $S_f = 0$ (flicker noise components are negligible). OTA nonlinearity was represented, for the purpose of solving Equation (17), by spline interpolation of its tabularized transfer function.

The OTA circuit of Figure 10 was used to implement a 5th order Bessel low-pass filter. The 3dB frequency of the filter is 10 MHz. The filter can be realized in one of 50 different structures—both multiple-loop feedback (including leap-frog (LF) and IFLF) and cascade realizations. Using the approach described in Section 2, the analysis of all filter structures for best THD performance for a 0.5 $V_{pp}$ at 10 MHz has been carried out. According to this analysis, the cascade structure with...
two biquads followed by a first order block (Figure 11) turned out to be the best (THD = −61 dB) (for comparison, LF structure has THD = −58.4 dB, the worst structure of the considered has THD = −56.2 dB), and this structure was designed and fabricated. The capacitor element values are: $C_1 = 2.79 \, \text{pF}, C_2 = 2.34 \, \text{pF}, C_3 = 5.11 \, \text{pF}, C_4 = 1.625 \, \text{pF}, C_5 = 2.98 \, \text{pF}$, power supply equal to $\pm 1.65 \, \text{V}$. The chip micro-photograph of the filter structure is shown in Figure 12.

![Figure 11. Block diagram of 5th order Bessel filter-cascade structure (2:2:1).](image1)

![Figure 12. Micro-photograph of the filter in Figure 11.](image2)

![Figure 13. THD versus input signal amplitude for filter in Figure 11 at 10 MHz: theoretical data (solid line), SPICE simulation (points), and experimental measurements (dashed line).](image3)
Figures 13 and 14 show THD versus input signal amplitude at 10 MHz and output noise spectrum versus frequency, respectively. The agreement between theoretical results SPICE simulation results and experimental measurement results is very good. These results verify the approach and models proposed in Sections 2 and 3.

5. PERFORMANCE OPTIMIZATION OF OTA-C FILTERS

The nonlinear distortion and noise evaluation tools presented in Sections 2 and 3 are well suited to be used in CAD and optimization of OTA-C filters. The optimization methodology, which takes advantage of the matrix description of the OTA-C filter model in Figure 1, is the following. Let $P$ and $Q$ be two diagonal $n \times n$ matrices with positive elements, i.e.

$$P = \text{diag}\{p_1, \ldots, p_n\}, \quad Q = \text{diag}\{q_1, \ldots, q_n\}$$

We also assume that the matrix $T$ is diagonal (i.e. the filter contains only grounded capacitors). Then the transfer function formula (linear case) can be rewritten as

$$H(s) = C(sT - G)^{-1}B + D = CPP^{-1}(sT - G)^{-1}Q^{-1}QB + D$$

Let us define the following matrices:

$$\hat{T} = QTP, \quad \hat{G} = QGP, \quad \hat{C} = CP, \quad \hat{B} = QB, \quad \hat{D} = D$$

It is seen from (34) that the equivalence transformation (35) leads to the matrices $\hat{T}$, $\hat{G}$, $\hat{C}$, $\hat{B}$ and $\hat{D}$, and define a new filter, which has the same topology and transfer function but different (re-scaled) element values, and, usually, different performance parameters.

Note also that $Q$, $P$ and $T$ need not be diagonal, however, they cannot be arbitrary invertible matrices as well, because matrix $\hat{T}$ obtained as a result of tranformation (35) has to be symmetric, positively definite with positive diagonal and non-positive non-diagonal entries in order to define an OTA-C filter (see [1] for details). In particular, if $P$ and $Q$ are diagonal but $T$ is general then matrices $P$ and $Q$ have to satisfy the condition $p_i q_j = p_j q_i$ whenever $i \neq j$ and $T_{ij} \neq 0$. For
diagonal T, i.e., for the filter with only grounded capacitors the above condition is satisfied automatically so P and Q are independent.

The task is now to find the matrices P and Q so that the filter performance parameter(s) of interest is(are) optimized. Thus, we came up with a clear optimization procedure:

1. Take an initial realization of the transfer function \( H(s) \) given by the set of matrices T, G, B, C and D.
2. Use the matrix elements of P and Q, i.e., \( p_1, \ldots, p_n, q_1, \ldots, q_n \), as optimization variables and optimize the target function \( F = F(T, G, B, C; P, Q) \), which may be dynamic range, integrated noise, THD, etc.

Usually, we have some design constraints such as the maximum value of total capacitance of the filter, maximum power consumption of the filter which depends on transconductance value, allowable capacitance ratio, i.e., the ratio of maximum to minimum capacitance values in the filter, and so on. Some or all of these constraints have to be taken into account in the optimization process. In general, constraints can be written as follows:

\[
m_j \leq c_j(T, G, B, C; P, Q) \leq M_j, \quad j = 1, \ldots, N_c
\]

where \( N_c \) is the number of constraints, \( c_j \) is the \( j \) constraint function (e.g., total capacitance of the filter) which is dependent on matrices describing the filter and optimization variables, while \( m_j \) and \( M_j \) are minimum and maximum values of \( c_j \) (which may be finite or infinite).

The optimization itself can be carried out using any available numerical procedure embedded into the optimization system. Choice of the optimization procedure depends on the complexity of the problem and constraints.

For the rest of this section we discuss a representative example: performance optimization of OTA-C filters in cascade realization. The problem is to find the optimal pole-zero pairing, optimal cascading sequence, and optimal gain distribution so that the parameter of interest is optimized. There is a rich literature (e.g., [43, 44]) discussing that problem and its solutions (usually quite complex procedures which are impracticable for high-order filters, or just rules of thumb) in more or less general setting and usually for some specific performance parameters. In practice, the only way to find truly optimal solution of the general problem is exhaustive search through all possible cascade sequencing and performing parameter optimization for each of them. Fortunately, by using the procedures described in the previous sections we can afford it because these tools are very fast.

For the sake of illustration we shall consider performance optimization of 8th order Butterworth filter in cascade realization (Figure 15) with biquads shown in Figure 16. In the optimization process we assume two degrees of freedom. The first one is biquad sequencing (which is equivalent to pole-zero pairing for Butterworth filter is an all-pole one). The second are biquad gains, which will be denoted as \( K_i, i = 1, 2, 3, 4 \). Gains are adjusted by changing transconductance \( g_b \) of input transconductor; the value of transconductance \( g_m = 100 \mu A/V \) is fixed; \( g_b \in [70.7 \mu A/V, 141.4 \mu A/V] \).

Figure 15. Block diagram of 8th order cascade filter.
which allows us to change $K_i$ in the range $[2^{-1/2}, 2^{1/2}]$ ([−3 dB, +3 dB]). We assumed unity gain setting for the whole filter, i.e. $(K_1 + K_2 + K_3 + K_4 = 0 \text{ dB})$.

In terms of the general OTA-C filter model, the matrices corresponding to the filter in Figure 15 are

$$ G = \begin{bmatrix} G_1 & 0_2 & 0_2 & 0_2 \\ 0_2 & G_1 & 0_2 & 0_2 \\ 0_2 & 0_2 & G_2 & G_1 \\ 0_2 & 0_2 & G_2 & G_1 \end{bmatrix} $$

(37)

with

$$ G_1 = \begin{bmatrix} -g_m & -g_m \\ g_m & 0 \end{bmatrix}, \quad G_2 = \begin{bmatrix} 0 & g_m \\ 0 & 0 \end{bmatrix} \quad 0_2 = 2 \times 2 \text{ zero matrix} $$

(38)

and

$$ T = \text{diag}\{C_{11}, C_{12}, C_{21}, C_{22}, C_{31}, C_{32}, C_{41}, C_{42}\} $$

$$ B = [g_m \ 0 \ldots \ 0]^T, \quad C = [0 \ldots \ 0 \ 1], \quad D = 0 $$

(39)

where the first index of elements of matrix $T$ refers to the biquad number (e.g. $C_{i1}$ is $C_1$ in biquad $H_i$ and so on). We assume that initial value of input tranconductance $g_b$ is equal to $g_m$ for each biquad. Setting gains as above is equivalent to using the transforms (35) with $P, Q$ as in (33) with $q_1 = q_2 = K_1, q_3 = q_4 = K_1 K_2, q_5 = q_6 = K_1 K_2 K_3, q_7 = q_8 = 1$, and $p_i = 1/q_i, i = 1, \ldots, 8$. Thus, we actually have a constrained optimization problem with three independent variables.

Permutation of filter blocks is realized by permutation of corresponding elements of the matrix $T$. Original block sequencing: 1234 corresponds to original location of elements, i.e. $\{C_{11}, C_{12}, C_{21}, C_{22}, C_{31}, C_{32}, C_{41}, C_{42}\}$. Any other permutation, e.g. $klpq$ is given by $\{C_{k1}, C_{k2}, C_{l1}, C_{l2}, C_{p1}, C_{p2}, C_{q1}, C_{q2}\}$.

We consider three variants of the filter: variant I with differential pair transconductors (Figure 5) implemented in standard 0.35 μm CMOS process, variant II with linearized OTAs [45] (Figure 17) implemented in 0.5 μm technology, and variant III with linearized OTAs [42] (Figure 10) implemented in 0.35 μm. The 3dB cutoff frequency of the filter equals 8 MHz for all variants. Capacitance values are: $C_{11} = 0.51$ pF, $C_{12} = 1.96$ pF, $C_{21} = 0.60$ pF, $C_{22} = 1.66$ pF, $C_{31} = 0.90$ pF, $C_{32} = 1.11$ pF, $C_{41} = 2.56$ pF, $C_{42} = 0.39$ pF, power supply equal to ±1.65 V.

Optimization was carried out using the software written in C, implementing both nonlinearity and noise evaluation procedures of Sections 2 and 3, and numerical optimization routines. OTA
nonlinearity was represented, for the purpose of solving Equation (17), by spline interpolation of its tabularized transfer function. Both nonlinearity and noise parameters of transconductors depend on linear transconductance, which was modelled using polynomial approximation of appropriate coefficients.

Optimization was carried out three times, each time for different objective: noise (goal: minimization of input noise integrated over 3 dB bandwidth), linearity (goal: minimization of THD for input signal level 0.15 $V_{pp}$ for variant I (0.4 $V_{pp}$ for variant II, and 0.4 $V_{pp}$ for variant III) at frequency 1 MHz) and dynamic range (goal: maximization of DR at THD = −40 dB for variant I [−55 dB for variants II and III] with input signal frequency 1 MHz). We treat the filter with biquad sequencing $H_1 H_2 H_3 H_4$ and $K_i = 0$ dB, $i = 1, 2, 3, 4$, as the reference. Table I shows target function values for the reference filter. Tables II–IV show optimization results for the filter in Figure 15 in variant I (simple OTA), II (linearized OTA [45]), and III (linearized OTA [42]), respectively. Note that there is a very good agreement between theoretical and transistor-level simulation results. We can observe that optimal linearity, dynamic and noise performance is obtained for different biquad sequencing and gain distributions. Note also that optimal biquad sequencing does not depend on OTA used for filter implementation, which is not the case for gain distribution if target parameter involves linearity of the circuit. It should
Table II. Optimization results for the filter in Figure 15—Variant I (values in brackets refer to CADENCE simulation results).

<table>
<thead>
<tr>
<th>Target parameter</th>
<th>Biquad sequence</th>
<th>Biquad gains (dB)</th>
<th>Target parameter value</th>
<th>Improvement over reference (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K_1$ $K_2$ $K_3$ $K_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noise</td>
<td>$H_3H_4H_2H_1$</td>
<td>3.0 3.0 -3.0 -3.0</td>
<td>169 [172] $\mu$V</td>
<td>8.2 [8.1]</td>
</tr>
<tr>
<td>THD</td>
<td>$H_2H_1H_2H_4$</td>
<td>-3.0 -2.1 2.1 3.0</td>
<td>-37.7 [-38] dB</td>
<td>6.2 [5.6]</td>
</tr>
<tr>
<td>DR</td>
<td>$H_4H_3H_2H_1$</td>
<td>1.8 -1.4 -0.9 0.5</td>
<td>47.4 [47.5] dB</td>
<td>6.7 [6.4]</td>
</tr>
</tbody>
</table>

Table III. Optimization results for the filter in Figure 15—Variant II [45] (values in brackets refer to CADENCE simulation results).

<table>
<thead>
<tr>
<th>Target parameter</th>
<th>Biquad sequence</th>
<th>Biquad gains (dB)</th>
<th>Target parameter value</th>
<th>Improvement over reference (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K_1$ $K_2$ $K_3$ $K_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noise</td>
<td>$H_3H_4H_2H_1$</td>
<td>3.0 3.0 -3.0 -3.0</td>
<td>458 [533] $\mu$V</td>
<td>8.1 [6.1]</td>
</tr>
<tr>
<td>THD</td>
<td>$H_3H_1H_2H_4$</td>
<td>-1.7 -1.3 0.0 3.0</td>
<td>-54.8 [-53.3] dB</td>
<td>8.3 [6.9]</td>
</tr>
<tr>
<td>DR</td>
<td>$H_4H_3H_2H_1$</td>
<td>2.4 -1.5 -1.0 0.1</td>
<td>48.9 [48.4] dB</td>
<td>6.6 [5.5]</td>
</tr>
</tbody>
</table>

Table IV. Optimization results for the filter in Figure 15—Variant III [42] (values in brackets refer to CADENCE simulation results).

<table>
<thead>
<tr>
<th>Target parameter</th>
<th>Biquad sequence</th>
<th>Biquad gains (dB)</th>
<th>Target parameter value</th>
<th>Improvement over reference (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$K_1$ $K_2$ $K_3$ $K_4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noise</td>
<td>$H_3H_4H_2H_1$</td>
<td>3.0 3.0 -3.0 -3.0</td>
<td>275 [342] $\mu$V</td>
<td>8.2 [5.8]</td>
</tr>
<tr>
<td>THD</td>
<td>$H_4H_2H_1H_4$</td>
<td>-1.7 -1.3 0.0 3.0</td>
<td>-60.5 [-59.8] dB</td>
<td>3.7 [2.0]</td>
</tr>
<tr>
<td>DR</td>
<td>$H_4H_3H_2H_1$</td>
<td>1.3 -1.1 -0.6 0.4</td>
<td>56.5 [56.0] dB</td>
<td>6.6 [5.0]</td>
</tr>
</tbody>
</table>

be emphasized that the optimization process including exhaustive search through all 24 biquad permutations and numerical optimization of target function involving multiple THD evaluations (note that in case of DR it is necessary to perform nested nonlinear optimization in order to find input signal level corresponding to required THD value) is fully automated and very fast. For example, transient analysis of the filter in Figure 15 using OTA macromodelling and integration of Equation (17) involves less then 0.04 s of CPU time regardless filter variant versus 16.2 s (variant I), 17.2 s (variant II), and 19 s (variant III) for transistor-level simulation, with almost no loss of accuracy.
6. CONCLUSIONS

Efficient procedures for evaluating nonlinear distortion and noise valid for any OTA-C filter of arbitrary order are developed based on matrix description of a general OTA-C filter model. In particular, a general description of OTA-C filters with nonlinear transconductors is introduced. The presented method allows carrying out an effective and fast transient analysis of any OTA-C filter using standard numerical methods and can be applied to determine the THD or other nonlinearity measures of filters containing nonlinear transconductors. On the other hand, universal expressions are derived that permit computing the filter noise. The model and all the formulas are implemented in a software package that allows calculating OTA-C filter nonlinearity, noise and dynamic range. Efficiency and accuracy of the approach is shown by comparing the results obtained using the theoretical models with simulation and experimental data. As an application, we implement a simple optimization procedure that utilizes our analysis methods and use it to find optimal block sequencing and gain distribution for 8th order Butterworth filter in cascade realization.
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